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ABSTRACT: Systematic density functional theory (DFT) computations
revealed the existence of considerable C−H···F−C bonding between the
experimentally realized graphane and fluorographene layers. The unique C−
H···F−C bonds define the conformation of graphane/fluorographene (G/FG)
bilayer and contribute to its stability. Interestingly, G/FG bilayer has an energy
gap (0.5 eV) much lower than those of individual graphane and fluorographene.
The binding strength of G/FG bilayer can be significantly enhanced by applying
appropriate external electric field (E-field). Especially, changing the direction
and strength of E-field can effectively modulate the energy gap of G/FG bilayer,
and correspondingly causes a semiconductor−metal transition. These findings
open new opportunities in fabricating new electronics and opto-electronics devices based on G/FG bilayer, and call for more
efforts in using weak interactions for band structure engineering.

■ INTRODUCTION
Hydrogen bond, defined as the attractive interaction between a
hydrogen atom (donor) and an electronegative atom (accept-
or), such as nitrogen (N), oxygen (O), or fluorine (F), is
operative in many chemical, physical, and biological structures
and processes. This unique “site specific” interaction has been
extensively explored especially since the 1980s.1 According to
Pauling’s principle,2 the strength of hydrogen bond (5−30 kJ/
mol) increases as increasing the electronegativity of acceptor
atom. Therefore, fluorine can form stronger bonding with
hydrogen than other acceptor atoms due to its higher
electronegativity.3,4 Among these fluorine-containing hydrogen
bonds, the C−H···F−C bond almost reaches the limit of
hydrogen bonding.5 Although the C−H···F−C interaction has
been attracting many attentions from both experimental6 and
theoretical communities,7 no consensus on this “feeble” bond
had been achieved for a rather long time8 until very recently:
experimental studies9,10 vigorously confirmed that C−H···F−C
bonds, or even a single C−H···F−C bond, are strong enough to
pair two molecules together and render them crystallographical
difference in the solid state.
Since its experimental realization in 2004,11 graphene, a

single sheet of carbon atoms placed in honeycomb lattice, has
been the focus of extensive studies.12 Because of its excellent
electronic13 and mechanical properties,14 graphene opens quite
promising opportunities for the design of novel electronics
devices, such as super-capacitors15 and transparent conducting
electrodes.16 Especially since graphene has an ultrafast carrier
mobility,17 it is expected to replace silicon as the next-
generation material used for microelectronics.18 However,
pristine graphene is zero-gap semimetal, and a considerable

energy gap must be opened for the practical application of
graphene in microelectronics devices.
Among various methods toward introducing a band gap to

graphene,19 such as chemical functionalization,20 applying
external electric field (E-field) to graphene bi- and tri-
layers,21,22 and uniaxial strain,23 hydrogenation stands out
since selective hydrogenation can well tune graphene’s
electronic and magnetic properties, as revealed by many
theoretical24,25 and experimental studies.26,27 As a special case
of the hydrogenated graphene, graphane (fully hydrogenated
graphene) was first predicted theoretically by Sofo et al.,24 and
then was achieved experimentally by exposing graphene to
hydrogen plasma,28−30 or to atomic hydrogen generated by
thermal cracking of molecular hydrogen,31 or by dissociating
hydrogen silsesquioxane on graphene.32 A similar fully
saturated graphene derivative is the fully fluorinated graphene
(fluorographene), which was recently realized by exposing
graphene to atomic F formed by decomposition of xenon
difluoride (XeF2).

33 Ever since its experimental realization,
fluorographene has been extensively studied theoretically.34

Graphane and fluorographene both have a wide energy gap (>3
eV),24,35 which is a key advantage over graphene for their
potential applications in electronics. However, for practical
application, the energy gaps of graphane and fluorographene
need to be decreased since most electronics and optoelec-
tronics devices require semiconducting materials with energy
gaps less than 3 eV.
Recently, with the development of theoretical methods, the

weak interaction in layered materials, such as graphite36−38 and
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hexagonal BN,39,40 V2O5,
41,42 can be well described. The role of

van der Waals (vdW) interaction in anchoring the layers at a
fixed distance has been established.43 Quite recently, Echeverriá
et al.44 also revealed that there exists subtle dihydrogen bond in
alkanes. Inspired by this interesting finding, Fokin et al.45

computationally demonstrated that there is strong interlayer
bonding between multilayered graphanes, which is quite
unexpected since it was believed that the C−H bonds of
graphane are fully saturated and there is no chance for the
formation of hydrogen bonding between graphane layers.24

Essentially, the C−H···F−C interaction should be stronger
than the C−H···H−C interaction. Therefore, can we pair a
graphane layer and a fluorographene layer together through the
C−H···F−C bonding? If yes, can we tune the electronic
properties of the parent monolayers and lead to a complex with
a desirable energy gap? To our best knowledge, no attempts
exist for using such weak interactions to tune the electronic
properties of two-dimensional (2D) nanomaterials.
In this work, encouraged by the considerable C−H···F−C

bonding interaction between small molecular model systems
and the reduced HOMO−LUMO gap of the complex, we
systematically investigated the interlayer distance, binding
energy, stacking pattern, and electronic properties of graph-
ane/fluorographene (henceforth G/FG) bilayers by means of
vdW-corrected density functional theory (DFT) computations.
We demonstrated that 2D graphane and fluorographene truly
can be paired together, and that the C−H···F−C bonds play a
rather important role in determining the interlayer distance of
G/FG bilayer. Interestingly, G/FG bilayer has a much lower
energy gap (0.5 eV) than graphane and fluorographene,
suggesting the possibility of tuning the electronic properties
of nanomaterials via weak C−H···F−C interactions. Such band
structure engineering is partially attributed to the spontaneous
interlayer polarization. Moreover, we also show that a
semiconductor-metal transition can occur in G/FG bilayer by
changing the strength and direction of external E-field.

■ COMPUTATIONAL DETAILS
For finite molecular models, full geometry optimizations, as well as
electronic structure computations, were performed at the B97D46 (D
stands for dispersion) level of theory together with the 6-31G (d, p)
basis set by using the Gaussian 09 package.47 The accuracy of B97D
for describing the weak interactions has been well established.48−51

Single-point energies were evaluated at the Møller−Plesset second-
order perturbation (MP2)52 level of theory based on the B97D
optimized structures with the same basis set.
For periodic systems, our DFT computations employed an all-

electron method within a generalized gradient approximation (GGA)
for the exchange-correlation term, as implemented in the DMol3

code.53 The double numerical plus polarization (DNP) basis set and
PBE54 functional with dispersion correction were adopted. For
comparison, computations were also performed with the LDA-
PWC55 functional. The accuracy of DNP basis sets is comparable to
that of People’s 6-31G** basis set.56 Since the weak interactions are
not well described by standard PBE functional, we adopted a PBE+D
(D stands for dispersion) approach with the Grimme vdW
correction.57 This approach is a hybrid semiempirical solution that
introduces damped atom-pairwise dispersion correction of the form
C6R

−6 in the DFT formalism. From the DFT ground state electron
density and reference values of the free atoms, the C6 coefficients and
the vdW radii (R) can be directly determined. As a benchmark, the
binding energies of graphite (64 meV/atom) and h-BN (84 meV/
atom) computed at PBE+D are quite close to experimental (63 meV/
atom for graphite)58 and earlier theoretical36,40 studies (56 and 86
meV/atom for graphite and h-BN, respectively).

In the above periodic boundary conditions (PBC) computations,
self-consistent field (SCF) calculations were performed with a
convergence criterion of 10−6 au on the total energy and electronic
computations. To ensure high quality results, the real-space global
orbital cutoff radius was chosen as high as 4.6 Å in all the
computations. We set the x and y directions parallel and the z
direction perpendicular to the graphane/fluorographene plane, and
adopted a supercell length of 20 Å in the z direction. The Brillouin
zone was sampled with a 6 × 6 × 1 Γ centered k points setting in
geometry optimizations, and a 25 × 25 × 1 grid was used for electronic
structure computations.

■ RESULTS AND DISCUSSION
Finite Molecular Model. To ascertain whether the C−

H···F−C bonding interaction exists between graphane and
fluorogaphene layers, we first examined the finite molecular
models by using high level ab initio computations. C13H22 and
C13F22, which represent the simplest graphane and fluorogra-
phene models, respectively, were chosen.
For the most stable configuration of C13H22/C13F22 system

(Figure 1), the B97D approach yields a binding energy of 670

meV and an average H···F length of 2.58 Å, which is within the
length range of a typical C−H···F−C bond.8 At the same
theoretical level (B97D), the binding energy of C13H22/C13F22
is larger than that of C13H22 dimer (536 meV, in good
agreement with ref 45), which reflects the stronger interaction
of C−H···F−C bonding than that of C−H···H−C bonding.
The reliability of the B97D approach to treat C−H···F−C

interactions was validated by the very good agreement of the
binding energies at B97D and MP2 levels for C13H22/C13F22
(670 vs 516 meV). In contrast, the pure B97 functional predicts
a much lower binding energy (250 meV) with an overestimated
average H···F length (2.80 Å).
To explore the effect of stacking to the electronic properties,

the HOMO−LUMO gaps of C13H22/C13F22 as well as
individual C13H22 and C13F22 molecules were then computed
(Figure 2). C13H22 has a pronounced HOMO−LUMO gap of
7.85 eV; the HOMO is contributed by the C−C bonding state
while the LUMO exhibits a strong delocalized feature. C13F22
has a HOMO−LUMO gap of 5.48 eV; the HOMO is a mix of
C−C bonding state and F 2s orbital, and the LUMO is an
antibonding state between C and F orbitals. When C13H22 and
C13F22 are stacked together, C13H22/C13F22 has a remarkably
reduced HOMO−LUMO gap of 3.39 eV. The HOMO of
C13H22/C13F22 comes from C13H22, while the LUMO is mainly
from C13F22. Such an orbital recombination consequently leads
to a much reduced HOMO−LUMO gap for the complex.

Figure 1. Side (left) and top (right) views of B97D optimized
structure of C13H22/C13F22. The pink dashed lines denote the C−
H···F−C bonding. The black, green, and indigo balls represent carbon,
hydrogen, and fluorine atoms, respectively.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja3040416 | J. Am. Chem. Soc. 2012, 134, 11269−1127511270



Similar phenomenon has been observed in other hydrogen-
bonded systems59 and charge-transfer complexes.60

Note that the energy states of C13H22/C13F22 are not the
simple superposition of energy states of the individual C13H22
and C13F22 molecules. The spontaneous intermolecular polar-
ization also contributes to the reposition of the energy states, as
indicated by the charge transfer of ∼0.05 |e| from C13F22 to
C13H22 obtained by the natural population analysis (NPA).
This charge redistribution is a nature of vdW interaction
system.61

Since we will use PBE-D for periodic systems in this work,
we tested the performance of this approach for describing the
C−H···F−C bonding for the above model systems. PBE-D
gives the binding energy (410 meV) and H···F length (2.60 Å)
comparable to those at B97D, thus, is capable of dealing with
C−H···F−C bonding.
In addition to C13H22/C13F22, we also computed the binding

energies and HOMO-LOMO gaps of several larger molecular
models at the PBE-D theoretical level. It is found that the
considerable C−H···F−C bonding interaction also exists in
these larger models, and the binding energies increase linearly
with increasing the model size. Similar to C13H22/C13F22, the
orbital recombination holds true in these larger molecular
models, and the HOMO−LUMO gaps decrease gradually with
increasing of the model size (see Supporting Information).
The above comprehensive analyses demonstrate that there

truly exists considerable C−H···F−C bonding interaction
between molecular graphane and fluorographene, which
significantly affects their electronic properties. These findings
inspired us to explore the possibility to take advantage of these
generally assumed weak C−H···F−C interactions to tune the
electronic properties of more practical nanomaterials such as
graphene. Moreover, we demonstrated that PBD+D can also
well describe such weak interactions, and is a method of choice
to treat larger periodic systems as below.

Infinite 2D G/FG Bilayer. Geometric Structure. Encour-
aged by above results, we constructed the infinite 2D G/FG
bilayer by attaching a graphane monolayer and a fluorogra-
phene monolayer together. The energetically most favorable
chair conformations24,35 were adopted for both graphane and
fluorographene. The length of unit cell of graphane (2.54 Å) is
stretched by 2.4% to match that of fluorographene (2.60 Å).
There are four possible stacking patterns for G/FG bilayer

(Figure 3). In patterns I and II, the carbon skeletons are in AA

stacking, while in patterns III and IV, the carbon skeletons have
Bernal stacking feature (AB). Moreover, in patterns I and III,
the H and F atoms between two carbon skeletons straightly
point to each other, while in patterns II and IV, one H(F) atom
points to the center site of three F(H) atoms.
Our computational results reveal that vdW correction has a

significant effect on determining the global minimum of G/FG
bilayer. Within the pure PBE functional pattern III is the global
minimum; however, when the vdW correction is applied, the
most stable configuration of G/FG bilayer adopts pattern IV,
which is 20, 2, and 20 meV lower in energy than patterns I, II,
and III, respectively (see Supporting Information). In the
energetically most favorable pattern IV, PBE-D predicts a
pronounced binding energy of 84 meV/unit cell, an interlayer
distance (between two carbon skeleton) of 4.70 Å, and an
average H···F length of 2.66 Å. The LDA-PWC approach also
determines pattern IV as the global minimum, but yields a
much lower binding energy (44 meV/unit cell) than PBE-D. At
the same PBE-D theoretical level, the bind energy of the
energetically most favorable G/FG bilayer (84 meV/unit cell)
is larger than that of graphane bilayer (66 meV/unit cell), but
lower than that of graphene bilayer (132 meV/unit cell) and h-
BN bilayer (168 meV/unit cell). Note that only one C−H···F−
H interaction is available in one unit cell in the G/FG bilayer,
while there is a pair of pπ−pπ interaction in one unit cell of
graphene bilayer, implying that σ−σ interaction is no less stable
than π−π interaction. According to Hirshfeld charge population
analysis, H atoms involved in C−H···F−C bonds are positively
charged with ∼0.01 |e| charge, while F atoms all carry a ∼0.06 |

Figure 2. Charge densities of HOMO and LUMO for C13H22/C13F22
(middle), C13H22 (left), and C13F22 (right). The isovalue is 0.03 e/A3.

Figure 3. Side (upper) and top (bottom) views of ground state
structure of G/FG bilayer in four stacking patterns. The double arrow
in pattern IV denotes the interlayer distance.
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e| negative charge (see Supporting Information), thus, deriving
the attractive electrostatic interaction. Totally, there is about
0.011−0.016 |e|/unit cell charge transfer from fluorographene
to graphane in the four patterns of G/FG bilayer. Therefore,
similar to C13H22/C13F22, there also exists a spontaneous
interlayer polarization in G/FG bilayer in the direction from
fluorographene to graphane.
Our above computations established that the C−H···F−C

chemical bonding can hold the graphane and fluorographene
layers together. However, why do patterns II and IV have the
comparable binding energies, and are both more stable than
patterns I and III? For all the four patterns, the C−H···F−C
bonds in the G/FG bilayer are in the optimal range of 2.60−
2.70 Å. To adopt this optimal bonding length, and thus
enhance the C−H···F−C bonding, patterns I and III should
have longer interlayer distances (5.10 Å) than those of patterns
II and IV (4.70 Å), making the vdW correction for patterns II
and IV more pronounced than those for patterns I and III since
the vdW correction is inversely proportional to R6. Therefore, it
is the larger vdW correction that leads to the higher stability of
patterns II and IV. We can conclude that the nature of C−
H···F−C bonding directly determines the interlayer distance of
G/FG bilayer, and results in the energy difference for the four
patterns of G/FG bilayer.
Band Structure. How does this kind of stacking affect the

electronic properties? To address this issue, we computed the
band structure and density of states (DOS) of G/FG bilayer
(Figure 4a). As a comparison, the electronic properties of
graphane and fluorographene also were computed.
Graphane at its ground state has a wide direct energy gap of

4.60 eV. The elongation of lattice parameter by 2.4% (to match

the lattice of fluorographene) further increases the energy gap
of graphane to 5.00 eV (see Supporting Information).
Fluorographene is also semiconducting with a direct energy
gap of 3.43 eV.
However, when graphane and fluorographene are paired

together, the remarkable change occurs. The computed band
structure shows that G/FG bilayer has a direct energy gap of
only 0.50 eV, with the valence band maximum (VBM) and
conduction band minimum (CBM) both located at the Γ point.
The partial DOS analysis reveals that the states for the valence
bands close to Fermi level are mainly contributed by graphane,
while those for conduction bands come dominantly from
fluorographene.
To get a deeper insight, we computed the partial charge

densities of the VBM (Figure 4b) and the CBM (Figure 4c) at
the Γ point for G/FG bilayer. The VBM is contributed by the
carbon skeleton of graphane, while the CBM is from the carbon
skeleton and fluorine atoms of fluorographene. Thus, the VBM
and CBM of G/FG bilayer are localized on graphane and
fluorographene, respectively. This alignment well resembles the
C13H22/C13F22 model complex and leads to a low energy gap
for G/FG bilayer. It also can be understood that pairing with
fluorographene tunes graphane into a p-type semiconductor, or
pairing with graphane tunes fluorographene into an n-type
semiconductor.
Since the energy difference between different patterns is

insignificant (20 meV/unit cell or less), we also computed the
band structure of other three patterns of G/FG bilayer.
Interestingly, all the patterns of G/FG bilayer have a similar
band structure and a ∼0.50 eV energy gap, irrespective of the
stacking pattern (see Supporting Information). Our studies
suggest a rather flexible way toward reducing the wide energy
gaps of graphane and fluorographene, which opens new
opportunities in fabricating practical electronics and optoelec-
tronics devices.

Effect of External E-Field to the Binding Strength and
Band Structure. Applying external E-field has proven an
efficient method toward tuning the electronic properties of
graphene-related materials.21,22,62 Recently, Zhou et al.63

computationally revealed that the applied E-field can
substantially enhance the interaction between H2 molecules
and polarizable materials (such as BN, silsesquioxane) by
polarizing the H2 molecules as well as the substrate. Inspired by
these studies, we further examined the effect of E-field on the
binding strength and electronic properties of G/FG bilayer in
pattern IV. Two directions of E-field (+z, −z) perpendicular to
the basal planes of graphane and fluorographene were
considered. Here, we define the positive direction of the E-
field as pointing from fluorographene to graphane (Figure 5a).
The binding energy and charge transfer is plotted as a
functional of the magnitude of the E-field in Figure 5b.
When Eext is applied in the +z direction, similar to the effect

of spontaneous interlayer polarization as found above, the
charge transfer from fluorographene to graphane increases
monotonically with increase of the E-field strength. When E-
field reaches 0.005 au, there is 0.056 |e|/unit cell charge transfer
from fluorographene to graphane. Correspondingly, the binding
energy is increased to 98 and 223 meV/unit cell at E-field =
0.001 and 0.005 au, respectively. When E-field is applied in the
−z direction, which is opposite to that of spontaneous
interlayer polarization, the amount of charge transfer from
fluorographene to graphene first decreases to 0.01 |e| at E-field
= −0.001 au. At E-field = −0.002 au, fluorographene no longer

Figure 4. (a) Electronic band structure (left) and density of states
(DOS, right) of G/FG bilayer. The Fermi level is assigned at 0 eV. (b
and c) The partial charge densities of the (b) VBM and (c) CBM at
the Γ point.. The isovalue is 0.03 e/A3.
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donates charge to graphane; on the contrary, there is 0.002 |e|
charge transfer from graphane to fluorographene. With further
increase of E-field, more and more charge transfer from
graphane to fluorographene occurs, and the value reaches 0.038
|e| at E-field = −0.005 au. Consequently, the binding energy
first decreases to 72 meV/unit cell at E-field = −0.001 au, then
increases with increasing E-field. When E-field reaches −0.005
au, a much enhanced binding strength (146 meV/unit cell) is
achieved. These results demonstrate that the interaction
between graphane and fluorographene can be significantly
enhanced by applying appropriate external E-field.
The E-field has also a remarkable impact on the electronic

properties of G/FG bilayer (Figure 6). Taking pattern IV as an

example, under the positive E-field, the CBM shifts downward
to the Fermi level gradually with increasing E-field, thus, further
decreasing the energy gap. With an E-field of 0.004 au, the G/
FG bilayer converts to be metallic, with an energy level crossing
the Fermi level. In comparison, under the negative electric field,
the CBM of G/FG bilayer shifts upward to the Fermi level as
the strength of E-field increases, leading to an enlarged energy
gap accordingly. When the E-field reaches −0.005 au, the
energy gap of G/FG bilayer increases to 2.99 eV. In sharp
contrast, the electronic properties of separated graphane or

fluorographene monolayer are rather robust in response to E-
field, since negligible modulation in the band structure is
induced at the similar magnitude of E-field.
The similar modulation of energy gaps in response to

electrical field as pattern IV holds true for other three patterns.
The critical fields for the semiconducting to metallic transition
are all estimated to be 0.004 au along the +z direction.
Thus, depending on the direction and strength of E-field, the

energy gap of G/FG bilayer can be efficiently tuned, and the
semiconductor−metal transition can be achieved. Especially the
required electric field for effective band structure engineering is
easily reachable experimentally.21,22 Moreover, we are aware
that GGA method usually underestimates the energy gap, and
an accurate first-principles computation of energy gap requires
the many-body perturbation theory (the GW method).
Essentially, the upshift and downshift of CBM are driven by
the charge redistribution among graphane and fluorographene,
which would not be qualitatively affected by the GW self-energy
correction. Therefore, the trend predicted here should not be
changed though the GW correction would increase the
threshold field for semiconducting-metallic transition.

■ CONCLUSION

In summary, our comprehensive theoretical computations first
revealed considerable interactions between C13H22 and C13F22
molecules via C−H···F−C bonding, and then demonstrated the
existence of such C−H···F−C interactions between 2D
graphane and fluorographene (G/FG) bilayer. The nature of
C−H···F−C bonds determines the interlayer distance and thus
the stability of G/FG bilayer. Distinguished from individual
graphane and fluorographene, both with a wide band gap, G/
FG bilayer has a rather small energy gap (0.5 eV), suggesting a
rather flexible way toward tuning the electronic properties of
graphene derivatives. Under an appropriate external E-field, the
binding strength of G/FG bilayer can be remarkably enhanced.
Especially, the electronic properties of G/FG can be efficiently
tuned from semiconductor to metal under an experimentally
reachable E-field.
Our computations not only put forward the novel C−H···F−

C chemical bonding into 2D periodic nanomaterial, but also
identified a new effective approach to modulate the band
structures. We strongly believe that the experimental peers can
realize G/FG bilayer with small energy gaps very soon, tune
their band structures with ease by using external fields, and
employ them in novel integrated functional nanodevices. We
hope that our studies will inspire more experimental and
theoretical studies on using weak interactions to tune electronic
properties of graphene-related materials.
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Figure 5. (a) Diagram of G/FG bilayer with the E-field. The positive
direction of E-field is denoted by two arrows and the infinitely
extended direction of G/FG bilayer is perpendicular to that of E-field.
(b) Binding energy of G/FG bilayer and charge transfer from
fluorographene to graphane as a function of E-field. The negative
charge transfer denotes that charges are transferred from graphane to
fluorographene.

Figure 6. Energy gap of G/FG bilayer as a function of E-field. The
inset figure is the band structure of G/FG bilayer at the E-field of
0.004 au. The zoom on the region around the Fermi level is also given.
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Lett. 2010, 488, 67−72. (j) Şahin, H.; Ataca, C.; Ciraci, S. Appl. Phys.
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